
App stores should prominently inte-
grate them on app download pages and 
inside apps. In short, wherever people 
have rights, we should notify them of 
those in an obvious and easy-to-under-
stand way.

Improving the Usability of 
Mechanisms to Exercise Rights
Icons, labels, and other notices must 
be actionable. As it stands, the right 
to opt out is too complicated and too 
time consuming to exercise. People 
are not able to exercise their rights at 

I
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give people privacy rights. 
Among those is the right to opt 
out.a The right acts as a gate-
keeper for what data enters 

the ad ecosystem and what data stays 
outside. While some people make use 
of their right, for example, per the Cali-
fornia Consumer Privacy Act, most do 
not. Even for those who do, the process 
is often difficult, time-consuming, and 
non-transparent. It should not be that 
way. How can we make the right to opt 
out work for everyone? How can we up-
grade the right to opt out?

Making People Aware of 
Their Rights and Making Data 
Collection More Transparent
One major obstacle, which I think pri-
vacy researchers often neglect, is that 
many people are simply unaware of 
their rights and who is receiving their 
data. We cannot expect people to un-
derstand the obscurities of the online 
ad ecosystem, which is generally not 
transparent and based on an informa-
tion asymmetry that is leaving people 
in the dark. Making people aware of 
their rights and bringing data collec-
tion practices to the surface would go 

a I am using the term “opt out” throughout this 
column as a shorthand for people’s preference 
to have their data not shared or sold or used 
across different contexts for targeted advertis-
ing, including the right to object per the Gen-
eral Data Protection Regulation, Article 21, 
and similar rights that are technically “opt in” 
or “neutral” rights.

a long way. Which begs the question: 
Where are the privacy influencers? 
We have lots of online personalities 
evidently dedicating their lives to dog 
sweaters. Yet, data privacy is not of 
interest? Given that it is unlikely that 
“Unboxing My Ad Profile!” will go viral 
anytime soon, we can focus elsewhere. 
For example, a substantial step in the 
right direction is the California opt-
out icon,3 as shown in the accompany-
ing figure. Icons such as these should 
be displayed more prominently and 
not hidden in the footer of a website.  

Privacy 
Beyond the Checkbox:  
Upgrading the Right to Opt Out
Creating a digital ecosystem that respects  
people’s individual autonomy. 
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scale given the number of organiza-
tions processing their data.5 So, how 
can we empower people? Usability is 
key. We should not blame people when 
systems fail.4 Privacy, just as security, is 
a secondary task. People do not go on 
the Internet to “do some privacy.” Thus, 
to make the opt-out right work it must 
be usable. This means that we have to 
write laws with an eye toward the tech-
nologies implementing them. We can-
not just write laws without considering 
the systems they intend to govern and 
expect they will magically result in a 
privacy paradise. Rather, privacy laws 
must enable and necessitate usable 
privacy rights implementations. The 
reverse is also true. We must develop 
our systems such that they inherently 
follow privacy laws, that is, they are pri-
vate by design.2 So, our job as privacy re-
searchers is to implement privacy laws.

People must become active to exer-
cise their rights. There is no way around 
it. They will need to do some privacy la-
bor.1 But we should keep it as minimal 
as possible. Generally, we have three 
design choices: opt out (people must 
change privacy-unfriendly defaults); 
opt in (people will get nagged to allow 
tracking); and neutral (there is no de-
fault one way or the other and people 
are forced to make a choice). Whatever 
option we choose, if we want people to 
make an intentional choice with legal 
validity, we generally need to disrupt 
them in their primary task. Also, there 

is another challenge. We are faced with 
an asymmetry of automation. Website 
and app operators can implement auto-
mated choice interfaces to record peo-
ple’s choices (for example, cookie ban-
ners, settings interfaces) while people 
cannot generally counter with an au-
tomated choice selection on their end. 
This creates a usability problem. What 
can we do? We need to automate choic-
es for the people! People must be able 
to say “No” automatically and at scale. 
In the opt-out context this can be done, 
for example, by sending Global Privacy 
Control (GPC) signals via browsers and 
other user agents.9

Privacy Is a Systems Property:  
Avoiding Wrong Layers of  
Abstraction and Other System Fixes
Further, rights, as currently encoded 
in privacy laws, put too much onus on 
individuals when many privacy prob-
lems are systematic.5 Indeed, privacy is 
a systems property. If we want to make 
progress toward a more privacy-friendly 
Web as well as mobile and smart TV 
platforms, we need to take a systems 
perspective. For example, instead of 
requiring people to opt out from indi-
vidual websites, there should be opt-out 
settings in browsers and operating sys-
tems. If a law requires individual opt-
outs, those can be generalized by apply-
ing one opt-out toward all future sites 
visited or apps used, if a user so desires.8

Another problem is that the ad eco-
system is structured such that if people 
opt out, in many cases, their data is still 
being shared just as if they would not 
have opted out. The only difference is 
that in the latter case the data is accom-
panied by a privacy flag propagating the 
opt-out to the data recipient.7 However, 
if people opt out, their data should not 
be shared in the first place! The current 
system relying on the propagation of 
opt-out signals and deletion of incom-
ing data by the recipient is complicated, 
error-prone, violates the principle of 
data minimization, and is an obsta-
cle for effective privacy enforcement. 

Making people 
aware of their rights 
and bringing data 
collection practices 
to the surface would 
go a long way.

Example opt-out icon.
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or to submit your 
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Enforcing Compliance
The right to opt out will not be effec-
tive without effective enforcement. 
Thus, we have to create laws and tech-
nologies with enforcement in mind. 
The current mechanisms require ex-
cessive enforcement effort to detect 
violations. Usually, regulators rely on 
individual high-profile enforcement 
actions to send a message to the wider 
industry that rights violations will not 
be tolerated. This lack of comprehen-
sive enforcement is due to another 
asymmetry: Violations are difficult to 
detect and require a lot of work while 
most violators have only little risk to be 
detected. Thus, ultimately, we should 
design our systems to be inherently 
enforceable and behave in a privacy-
friendly manner.

Why Burden People with 
an Opt-Out Right?
One more point: Why are we burden-
ing people with a right to opt out at 
all? Why not have mandatory laws that 
prescribe what websites and apps can 
and cannot do? Why leave the question 
for each individual to decide for them-
selves? The way I see it, the reason is 
that privacy protects people’s auton-
omy. Some people may indeed prefer 
personalized ads6 which, despite some 
progress in privacy-preserving ad serv-
ing, may require some amount of data 
disclosure. Others may genuinely pre-
fer to pay for services or content with 
their data. There is certainly a mini-
mum level of privacy protection that 
everyone should have no matter what. 
But it is also true that different people 
have different preferences. Striking 
the right balance between enabling 
people to make their choices while pro-

Changing the ad ecosystem is particu-
larly important as it is not only used on 
the Web but also on many other plat-
forms. Companies and the online ad 
industry as a whole need to do better.

Aligning Privacy Laws 
and Technologies
Privacy-friendly systems require the 
alignment of law and implementa-
tion. While the Internet is global, it 
is subject to a variety of local privacy 
laws. This leads to fragmentation. 
Generally, privacy laws should have 
the broadest territorial scope. The 
E.U. applied this lesson by replacing 
the Data Protection Directive (which 
required implementation into nation-
al laws) with the General Data Protec-
tion Regulation (which is directly ap-
plicable in all E.U. countries). For the 
same reason, the U.S. should have a 
(strong) privacy law at the federal lev-
el. However, if that is not in the cards, 
fragmentation can also be reduced 
by enacting identical or substantially 
similar state laws. Thus, state legisla-
tors should aim for consistency. With 
enough states there will be positive 
spillover effects as the overhead for 
website and app operators of follow-
ing a state-by-state approach is not 
worth the implementation effort. 
Whether a law has federal or state 
scope, it surely needs to bring real pri-
vacy improvements.

Given that laws in different coun-
tries and states do not all neatly align, 
privacy mechanisms ought to be 
adaptable to different jurisdictions. 
Such adaption is possible by assign-
ing jurisdiction-specific meaning to 
mechanisms that are neutral or flexible 
in their meaning. For example, GPC 
signals can have different meanings 
depending on from where they are be-
ing sent. By turning on GPC, people 
can generally express their preference 
to have their data not shared or sold or 
used across different contexts for tar-
geted advertising. However, legislators 
and regulators can assign GPC more 
specific meaning as they see fit per the 
requirements of the privacy laws in 
their jurisdiction. An alternative would 
be to design a more nuanced mecha-
nism with dedicated settings for dif-
ferent jurisdictions, but such settings 
could be abused for privacy-invasive 
browser and device fingerprinting.

viding a high default level of privacy 
is key. Of course, minimizing reliance 
on data sharing by improving privacy-
friendly ad technologies is desirable in 
any case.

We Need to Do More
We have not done nearly enough to 
meaningfully implement opt-out 
rights on the Internet. It is neither 
enough to have rights codified in the 
books nor to develop opt-out technolo-
gies that do not realize these rights. To 
be sure, we need strong privacy laws 
and should continue the privacy law-
making effort of the last decade. But we 
also need to have privacy technology 
seamlessly integrated with the privacy 
laws. Both need to go hand-in-hand to 
be effective. Building a structurally pri-
vacy-friendly Internet is not just nice to 
have; it is a necessity. The Internet is a 
technology for the people and must re-
spect their privacy rights. By aligning 
legal frameworks, automated opt-out 
mechanisms, and user-centric design, 
we can improve privacy on the Internet 
so that it respects peoples’ individual 
autonomy. We have made some prog-
ress, but we still have a long way to go. 
The tasks ahead of us will be challeng-
ing, requiring work across disciplines 
and a true commitment for improving 
privacy. But the rewards—a more just 
and equitable digital future—are well 
worth the effort. 
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Given that laws in 
different countries 
and states do not all 
neatly align, privacy 
mechanisms ought 
to be adaptable to 
different jurisdictions. 

JULY 2025  |   VOL.  68  |   NO.  7   |   COMMUNICATIONS OF THE ACM     25

opinion


